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Introduction

Federated Learning (FL), also known as federated 
optimization, allows multiple parties to 
collaboratively train a model without data sharing.

FL lets the user devices (aka worker nodes) 
perform most of the computation and a central 
parameter server update the model parameters 
using the descending directions returned by the 
user devices.

A typical application is to learn user behaviors 
across mobile phones, where the task is the next-
word prediction. The following figure is from [1].
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First, the training data are massively distributed 
over an incredibly large number of devices, and the 
connection between the central server and a device 
is slow. Typically, the technique of local update is 
used to reduce communication frequency and thus 
to prove communication efficiency.

Second, unlike the traditional distributed learning 
systems, the FL system does not have control over 
users' devices. For example, unavailable WiFi 
access makes mobile phones offline.  It is thus 
impractical to require all the devices to be active.

Third, the training data are non-i.i.d. (precisely 
meaning data are independent but not identically 
distributed.). Hence, the data available locally fail to 
represent the overall distribution. 
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There have been much efforts on developing 
convergence guarantees for FL algorithms based 
on the assumptions that (1) the data are iid and (2) 
all the devices are active. The reference can be 
checked up in our paper.  

These two assumptions obviously violate the 
second and third characters of FL, making previous 
analysis less practical and realistic.

Our work aim to provide analysis for a classic 
algorithm used in FL, given more realistic 
assumptions that live in harmony with FL.
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